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Interview videos

“So ah my interest kinda laid both in a little bit of 
the health care I imagined I was going be a Doctor 
growing up and ...”



Example text: “So ah my interest kinda laid both in a 
little bit of the health care I imagined I was going be 
a Doctor growing up and ...”

● Word count features with NLTK
Unique words in each interview

● Linguistic Inquiry Word Count (LIWC)
based on psychological research

● Sentiment analysis 
of sentences with BERT
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Textual features



Example sentence:

“And um as far as extracurriculars go I 
do a few things.”
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Sentiment analysis with BERT



1. Finetune BERT for sentence sentiment classification on a balanced dataset
(classes: neutral, joy, anger, fear, sadness)

2. 83% accuracy for the test set
3. Predict sentiment of each interview sentence
4. Average sentiments over the interview

Example:

Interview p89 with a total of 31 sentences
neutral: 9, joy: 5, anger: 0, fear: 15, sadness: 2
avg: neutral: 0.29, joy: 0.16, anger: 0.0, fear: 0.48, sadness: 0.06
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Sentiment analysis with BERT



Interview p89 with a total of 31 sentences (bad example interview)
avg: neutral: 0.29, joy: 0.16, anger: 0.0, fear: 0.48, sadness: 0.06
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Sentiment analysis with BERT
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Unsuccessful attempt
● google speech to text output as basis for the textual analysis
● finetune BERT on the sentiment labels given in the dataset
● most categories of the LIWC (4/90 categories have been valuable)
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Timestamp creation
1. Separation of 

speakers by voice 
clustering

2. Speech to text 
with google API

3. Matching between 
google sentences 
and transcript 
sentences



- Flask Application 

- Overview with on-the-fly updates

- Detailed feedback for each domain

- General feedback with score

Dashboard



10

Video Features
● Facial Action Units detection

● Emotion Recognition

● Valence and Arousal level 
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Facial Action Units
● OpenFace - 18 Facial Action Units
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Emotion recognition 

● 1st Approach:

Rule-based approach based on EMFACS (Emotional 
Facial Action Coding System) and FACSAID (Facial 
Action Coding System Affect Interpretation Dictionary)

Problem: 

Biased, since some emotions needs much more AUs to 
be detected
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Emotion recognition 

● Use pre-trained FER model based on a CNN architecture
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Emotions distribution 

Good interviewees have a more happy and less neutral or sad facial emotion 



Relationship FAU, Emotions and MIT labels

Happy

Neutral

Good 
interview

Bad 
interview

Smiled, Friendly, 
Authentic

Not Authentic
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Valence and Arousal level 

● Use pre-trained model with a CNN-RNN architecture
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Unsuccessful attempts 

● Rule-based approach for emotion detection 
● Train a classifier:

- from emotion to recommended hiring label
- from facial action units to facial emotion

● Use a smile detection model



General preprocessing steps:

● Separating Speakers (interviewer/interviewee) using 

unsupervised clustering with PyAudioAnalysis

● Separating each audio into chunks of 3s 

● Extract 150 low level features with PRAAT and 

PyAudioAnalysis 

● Use these features to train models for further analysis
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Audio Features



● Training a multiple ML models on a 

classification dataset with 7 emotions  

(Anger, Happiness, Fear, Sadness, 

Disgust, Calmness, Surprise)

● Accuracy of the SVM model 70%

● Compute a class for each chunk of the 

interview and aggregate the results

● Test it on the MIT dataset 
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Sentiment Analysis
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Sentiment Analysis
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Fluency classification
● Using a dataset containing 1409 audio files 

classified into 3 classes (low_fluency, 

intermediate_fluency, high_fluency)

● Training a SVM model for the classification. 

Obtained accuracy: 88%

● After testing this model on the MIT dataset, 

most audio are classified into intermediate 

and high fluency.
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Fluency analysis



● Using the libraries Myprosdoy and Praat
● Features:

- number_ of_syllables
- number_of_pauses
- rate_of_speech
- speaking_duration
- articulation_rate
- balance 

● For feedback: compute the mean and standard deviation for interviews with 
good score and check if the new interview is in the 50% percentile around the 
mean
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Additional high level features



LIME explainer
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Unsuccessful attempts 

Clustering:

● Used different clustering algorithms: kmeans, mean shift, Gaussian mixture, spectral 

clustering 

● Used only extreme data for fitting the algorithms

● Results: no clustering results where good scores are together and bad score are together

Regression:

● Used different models: NN, SVR, random forest, Gradient Boosting 

● Results: bad MSE scores, models predicting always the average



Live Demo
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Issues with our current approach

● Unreliable annotations

● Lack of data (138 interviews)

● Biased data (no really bad interviews)

● Averaging scores for an entire interview is not optimal

● No rigorous way to assess the generalizability of the models on the MIT dataset
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